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1. Introduction

Essay questions are included in most 

high-stakes tests for native speakers (e.g., 

SAT) and ESL/EFL students (e.g., TOEFL 

iBT and IELTS) but a review of the research 

on writing assessment shows that there are a 

number of problems. Referring specifically to 

“large-scale, formal L2 writing assessments,” 
Leki, Cumming, and Silva (2008, pp. 91-92) 

found four “issues and types of analyses”: (1) 

reliability of scoring; (2) rater training; (3) 

task types; and (4) washback. The present pa-

per examines the research literature on these 

issues, focusing specifically on validity, reli-

ability, and scoring methods. Two similar re-

views of research have appeared previously: 

Grabe and Kaplan’s (1996, pp. 399-414) chap-

ter is a good review but is now more than 10 

years old; Leki, Cumming, and Silva’s cover-

age is recent but brief (2008, pp. 87-92). This 

paper has two main purposes: first, it will 

serve as a guide to the literature on this top-

ic; for that reason multiple references are giv-

en when several researchers have discussed 

a specific point. This guide is intended to en-

courage EFL writing instructors to contribute 

their own research on writing assessment. 

Second, in the conclusion, I draw some les-

sons from the research to help EFL writing 

instructors prepare their students for these 

important tests. 
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2. Validity and reliability in general

Many writers have discussed the prob-

lems of validity and reliability in assessing 

both first- and second-language writing (e.g., 

Davies & Elder, 2005; Hamp-Lyons, 1990; 

Henning, 1991; Williamson, 1993). Here I will 

take up just two important points: (1) cri-

tiques of the concepts themselves; and (2) the 

gap in the understanding of validity between 

statisticians and writing teachers.

(1) In an extreme case, Lynne (2004) re-

jects the entire practice of basing writing 

assessment on the objectivist principles of 

validity and reliability, claiming that they 

conflict with the social constructivist princi-

ples that govern contemporary writing theo-

ry: “continued reliance on these terms [valid-

ity and reliability] perpetuates an intolerable 

incongruity between the ideals of literacy 

education and the practice of writing assess-

ment” (p. 13; see also Broad, 2003, pp. 5 ff.; 

Wilson, 2006, pp. 49 ff.). Scharton (1996) of-

fers a critique of validity from a political as-

pect. While few other writers go so far, many 

have expressed concerns over “the limitations 

of validity theory” (Stoynoff and Chapelle, 

2005, pp. 148 ff.; see also Hamp-Lyons, 2007, 

p. 501). 

(2) A related problem, described by Huot 

(2002, pp. 45 ff., 93-94, 156 ff.) is a significant 

gap in the understanding and use of validity 

between “the college writing assessment com-

munity” and the “educational measurement 

community”; his point is that college English 

teachers continue to hold a simpleminded un-

derstanding of validity as being sure that the 

test measures what it is supposed to mea-

sure, while educational measurement special-

ists have developed quite a complex definition 

of validity, emphasizing among other things 

“the decisions and the consequences of those 

decisions made on behalf of an assessment” (p. 

57). Elliot (2005, pp. 266 ff.) offers support for 

this view by showing how the concept of va-

lidity has changed, with the present empha-

sis being on the uses of tests. Further, Shale 

(1996) makes a similar point in his criticism 

of the use of “the classical measurement ap-

proach to ‘reliability’” (p. 93) with respect to 

inter-rater reliability, arguing that “efforts 

at standardizing marker behavior are con-

ceptually ill founded” (p. 94). The dominance 

of “classical measurement practice and the-

ory” in writing assessment can be explained 

by the fact that these procedures are easy to 

use but also because writing teachers “have 

assumed an unequal partnership with an 

epistemically privileged class of researchers” 
who have become the “determiners of truth 

and knowledge” vis-à-vis inferior composi-

tion teachers “who are viewed as technicians” 
(p. 95). These critiques suggest that writing 

teachers and program administrators might 

need to rethink how they make use of the 

scores from high-stakes tests to evaluate and 

place students.

3. Problems with validity 

Typical high-stakes tests require an es-

say to be written within a strict time limit (30 

minutes to an hour is typical) in response to 

a given prompt. There are several problems 

with the validity of such a task, both theoreti-

cal and practical.

3.1.  Theoretical problems: The construct 

of “writing” 
Four theoretical issues are of particular 

importance. (1) First is the difficulty of defin-

ing the construct of writing itself, which in 

turn affects the construct validity of the test 
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(see e.g., Cumming, 2002, p. 79; Hamp-Lyons, 

1990, p. 80; Weigle, 2002, pp. 41 ff., 78 ff.). 

Breland, Bridgeman, & Fowles (1999), follow-

ing the Flower and Hayes model of writing, 

state that the “cognitive writing processes 

consist of planning, text generation, and revi-

sion” (p. 3) but given the time constraints of 

the “usual writing assessment situation,” two 

of these three (planning and revision) are not 

usually assessed. However, in their discus-

sion of construct validity, they cite Messick’s 

point that one of the “two greatest threats to 

construct validity” is “construct underrepre-

sentation,” and give as an example “the use 

of extremely constrained time limits, allow-

ing no time for planning or revision” (p. 4; see 

also Camp, 1993, p. 61). They seem to be cast-

ing doubt on the 30-minute essay’s construct 

validity, a serious charge. In fact, Brindley 

and Ross (2001) use as their example of the 

problem of content representation (validity) 

“the traditional timed essay,” which is quite 

different from what students “would normal-

ly produce in the classroom” (p. 152). From 

a different point of view, Norton (2000) ana-

lyzed marking memoranda from three dif-

ferent high-stakes writing assessments and 

found that the three “have different assump-

tions about competent writers and readers” (p. 

25). These statements cast doubt on the claim 

that such essay tests assess “writing” in a 

meaningful way.

(2) A related problem is that “the com-

mon practice of a single sample of a student’s 

writing is insufficient for a valid assessment” 
(Grabe & Kaplan, 1996, p. 414). The issues 

here are the decontextualized setting of the 

test, the fact that individual testees will have 

more or less interest in any given topic, that 

different topics will draw on some writing 

skills and not others, etc. In short, as Hamp-

Lyons & Kroll (1997, p. 32) pointed out, 

“the use of single-sample context-stripped 

prompts with 30 minutes to write responses 

no longer has validity in the eyes of the ESL 

composition community” (see also Hamp-Ly-

ons & Kroll, 1996/2001, p. 226) a sentiment 

shared by their colleagues in mainstream L1 

composition (Camp, 1993, p. 52). It is for this 

reason that there is a trend towards assess-

ment of portfolios, although this obviously is 

not a practical alternative for high-stakes ad-

missions tests.

(3) A third theoretical issue is the dif-

ficulty of separating language ability from 

writing ability in the case of ESL/EFL test-

ees. Cumming (1989) argued that “writing ex-

pertise and second-language proficiency each 

make quite different contributions to the pro-

cesses and products of writing in a second 

language” (p. 118). (See Barkaoui, 2007a, for 

a thorough review of the research on ESL/

EFL essay tests, and Kroll, 1998, and Hedg-

cock, 2005, pp. 606-609, for reviews of re-

search on ESL writing assessment.)

(4) Finally, a fourth issue is that the 

test rubrics come to standardize the writing, 

leading to a construct validity problem be-

cause the assessment cannot produce scores 

that support valid inferences about writing 

achievement (Nichols and Berliner, 2005, pp. 

95-97); instead, “our tests can end up measur-

ing not the construct of writing achievement, 

but the construct of compliance to the rubric” 
(p. 97).

3.2.  Practical problem 1: 

Task authenticity (construct validity)

Numerous writing experts have argued 

that a short essay on a general topic simply 

is not authentic. In fact, Educational Test-

ing Service (ETS) publications make the spe-
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cific claim that “the writing tasks presented 

in TWE [Test of Written English] topics have 

been identified by research as typical of those 

required for college and university course 

work” (ETS, 2004, p. 6). However, as Weigle 

(2006, pp. 224-225) pointed out, “…research 

on writing in undergraduate courses… sug-

gests that graded writing is virtually always 

done in response to other texts that have 

been read and/or discussed orally. Thus the 

task of writing an essay on a previously un-

seen topic, with little or no opportunity to ex-

plore the topic through interaction with other 

texts on the topic, is a highly inauthentic task 

as it does not represent the contextual factors 

of authentic academic writing”; this view is 

supported by many other writing experts (e.g., 

Bailey, 1998, p. 186; Braine, 1989; Green, 

2007, pp. 52, 216-217; Horowitz, 1986; 1989, p. 

33; Leki & Carson, 1997, p. 49; Rosenfeld, Le-

ung, & Oltman, 2001, p. 49; Scharton, 1996, 

p. 71; Shih, 1986 p. 621; Weigle, 2002, p. 52; 

Zhu, 2004). (The research on this topic is sur-

veyed in: Cooper & Bikowski, 2007, pp. 207-

210; Paltridge, 2004, pp. 87-99; Reid, 2001, pp. 

147-151; and Waters, 1996, pp. 9-22.) Roemer 

(2002, p. 16) is almost alone in evaluating the 

TWE writing task as authentic. 

The claim that this task is not authen-

tic is based in part on research investigating 

actual writing assignments and tests given 

in college and university courses. Horowitz 

(1986) found that college writing assignments 

other than essay test questions largely asked 

the writer to “find, organize, and present data 

according to fairly explicit instructions” (p. 

455). He also found that essay tests too were 

“based on a body of knowledge to which all 

the examinees had equal access in the re-

cent past” (1991, p. 81). The Hale, et al. (1996) 

study prepared for the ETS studied a much 

larger sample of authentic university writing 

tasks (162 tasks from eight North American 

universities). They found that in-class short 

writing tasks “typically consisted of ques-

tions on tests” (p. 32; see also p. 46), and that 

the most common out-of-class assignments 

were short tasks and essays (p. 31; see also 

p. 41). They argued that essays and library 

research papers were similar except that the 

latter “called for seeking out sources of mate-

rial to be incorporated and/or cited in the pa-

per” (p. 16), implying that “essays” did not re-

quire “sources” (the same implication appears 

again on p. 41; only once did the authors ad-

mit that an essay may require reading some-

thing [p. 47]). Although the authors claimed 

(pp. 42-43) that their results were basical-

ly similar to those of Horowitz, in fact they 

studiously avoided throughout their report 

Horowitz’s main finding, namely that most 

university essay assignments are based on a 

specific “body of knowledge” quite different 

from the “content-free writing assessments 

such as the TWE” (1991, p. 75). Kroll (1991, p. 

22) uses the term “expository writing that is 

non-content based” and Hamp-Lyons calls the 

prompts “anodyne” (1996, p. 231). Further, of 

the 34 example writing assignments given in 

Hale, et al. (1996, pp. 52-61), only two do not 

require specific reading or background knowl-

edge. More recently, Moore and Morton (2005; 

see also 2007) studied 155 writing tasks from 

two Australian universities and found that 

“almost all tasks involved a research compo-

nent of some kind, requiring the use of either 

primary or secondary sources or a combina-

tion of the two” (p. 52). They concluded that 

the kind of writing demanded in actual uni-

versity courses was quite different from the 

essay question on the IELTS (pp. 63-64). In 

a related study, Coffin (2004) was surprised 
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to find that the argument structures used by 

successful candidates in the IELTS essays 

used an “approach to argumentation…more 

reminiscent of letters to the press than of ac-

ademic prose” (p. 243). 

Another aspect of the lack of authenticity 

is that no information is given “about the au-

dience, purpose, etc., to help test-takers con-

textualize their essay” (Chalhoub-Deville & 

Turner, 2000, p. 534). Shaw and Falvey (2008) 

note that one of the “minimum requirements 

for task instructions in a direct test of writ-

ing” should be “a specification of the target 

audience and purpose of writing” (p. 178; see 

also Shaw and Weir, 2007, pp. 71 ff. and the 

example in Bachman & Palmer, 1996, pp. 

274-275).

Of course, the designers of such writing 

tests are not unaware of these issues (e.g., 

Cumming, et al., 2004, p. 136; Cumming, et 

al., 2006, p. 8). For example, Cumming, et al. 

(2000) recognize that undergraduate writ-

ing often consists of “telling people about the 

knowledge one has” (p. 5) so the focus is on 

transmitting rather than creating knowledge 

(p. 5). The problem is that the test must use 

“tasks that represent key genres for writing 

which [sic] are integral to as wide a range 

of university or college contexts as possible, 

without biasing this selection in favor of (or 

against) particular groups, areas of interest 

or knowledge, or specific situations” (p. 5). In 

other words, the prompt cannot require spe-

cific knowledge but must be “academic” so 

they redefine the common academic task of 

displaying one’s knowledge of a topic in an 

essay to a display of “writing and language 

abilities” (p. 5), in other words, writing devoid 

of content.

3.3. Practical problem 2: Question types

The next point is the questions them-

selves. It goes without saying that to be fair 

to all test takers, the questions cannot re-

quire knowledge of any specific content, nor 

should the topic be culturally biased (Carlson 

& Bridgeman, 1986, p. 139; see also Hamp-

Lyons, 1996, p. 231; Kroll, 1991, pp. 22 ff.; 

Kroll & Reid, 1994, pp. 235 ff., gave several 

examples of culturally problematic essay 

prompts); this unfortunately brings us back 

to the problem of “content-free writing as-

sessments,” as discussed above. As a result, 

the questions ask testees to draw on their 

personal experience. However, White (1986, 

p. 67) points out, unfortunately without any 

references, that “there is a surprisingly low 

correlation between scores on personal ex-

perience and on analytic topics”; if true, this 

may defeat the purpose of the test. In fact, 

Tedick (1990) found that a field-specific top-

ic produced “a marked increase in holistic 

scores” compared to a general topic (p. 132); 

she argued that field-specific topics discrimi-

nate levels of writing proficiency better than 

general topics (pp. 132 ff.) Further, as He and 

Shi (2008) argued, general topics “encourage 

memorization of sample essays and result in 

little or surface learning” (p. 143). They re-

ported further that most of the Chinese stu-

dents they interviewed felt that they had 

passed the TWE because of test preparation 

training that required them to memorize “ge-

neric sentences” or whole model essays (p. 

157); the interviewees claimed that this train-

ing “did not help them develop writing skills. 

However, it did help them pass TWE the first 

time they took it” (p. 137). Lee, Breland, and 

Muraki (2004) noted “that some examinees 

can somehow compensate for their low ELA 

[English language ability] by using a strategy 
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of memorizing a template of an exemplary es-

say and replacing some key words in the es-

say for a new writing prompt” (p. 22); they 

singled out “examinees of the East Asian lan-

guage group” as likely suspects. 

3.4.  Practical problem 3: Task message 

(face validity)

Many experts on writing instruction 

have pointed out that questions asking about 

personal opinions give the wrong message 

about what good academic writing is: “it is 

permissible, and even encouraged, to express 

a strong opinion on a topic that one has not 

read or thought much about and for which 

one has no ready access to data that will sup-

port one’s point of view. This message can 

easily undermine a teacher’s insistence on 

critical reading and the use of appropriate 

sources as essential components of academic 

writing skills” (Weigle, 2006, p. 226; see also 

Hillocks, 2002, pp. 77, 201 ff.; Murphy, 2007, 

pp. 54-55; Walker & Piu, 2008, pp. 18-19; Wei-

gle, 2002, pp. 95, 146-147). Further, most aca-

demic writing teachers employ the process 

approach: “writing as a process of discovering 

meaning, writing from sources, or writing as 

revision” (Weigle, 2006, p. 222; see also Suss-

er, 1994; Wolcott & Legg, 1998, pp. 12-18). 

Consequently, “they feel undermined when an 

externally mandated timed impromptu essay 

examination gives a different message: Good 

writing is a good first draft” (Weigle, 2006, p. 

222). 

Condon (2006, pp. 212 ff.) gives a partic-

ularly damming critique of the short, timed 

essay used for placement purposes: he found 

that when his colleagues scored “a set of 

timed writings for placement and then again 

for critical thinking, the resulting scores ac-

tually show a negative correlation. In effect, 

if students choose to think, their placement 

scores suffer...” (p. 214). This happens be-

cause the type of reading required for assess-

ing this type of placement essay imposes, as 

Charney (1984) claimed, “a very unnatural 

reading environment, one which intentionally 

disallows thoughtful responses to the essays” 
(p. 74; Huot, 1990, p. 211 and 2002, pp. 145 ff. 

makes a similar point [see below]). 

3.5. Summary: The validity of essay tests

This section has surveyed the research 

on writing assessment using timed essay 

questions. There is no consensus among the 

experts but a few points are clear. First, de-

spite its basis in the science of statistics, the 

concept of validity is a contentious one when 

applied to writing tests and claims about va-

lidity in this case should be taken as provi-

sional (if not doubtful). Specifically, there are 

serious problems with the authenticity and 

message of the assessment task, so that con-

sumers of test scores should exercise caution 

in their use. In the same way, writing instruc-

tors should make clear to their students the 

difference between test preparation and typi-

cal academic writing.

4. Scoring and reliability 

A variety of scoring methods are used in 

high-stakes writing assessments; here I will 

focus on holistic scoring, which is used for the 

TOEFL iBT independent writing task. This 

essay “is scored on the overall quality of the 

writing: development, organization, and ap-

propriate and precise use of grammar and 

vocabulary” (ETS, 2008, p. 26); the essays are 

scored holistically by “certified raters” on a 

scale of 0 to 5 using the “Independent Writ-

ing Rubrics” (ibid., p. 46). Several interrelated 

problems relating to the way the essays are 
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scored and the reliability of such scores have 

been addressed in the literature; here I will 

take up four: (1) issues of holistic scoring, in-

cluding its relationship to analytic or multi-

trait scoring, and to essay length and content; 

(2) rater effects and rater training; (3) holistic 

scoring and EFL writers; and (4) issues of re-

liability.

4.1. Holistic scoring

4.1.1 Holistic assessment and holistic scoring

It is important first to clarify the distinc-

tion between holistic writing assessment and 

holistic scoring. According to Hamp-Lyons 

(1992, ¶Holistic Writing Assessment), ho-

listic writing assessment refers to tests that 

“test writing wholly through the production 

of writing” and, citing Cooper (1977, p. 4), do 

not require counting of “linguistic, rhetori-

cal, or informational features” of the writing. 

She contrasts holistic writing assessments 

to objective and analytic tests; the former 

use recognition rather than production skills 

and the latter involve counting features such 

as the number of words but do not consider 

discourse-level aspects of writing quality. 

Holistic writing assessment covers several 

scoring methods, including holistic, primary 

trait, and multiple trait scoring (Hamp-Lyons, 

1992, ¶Scoring methods for holistic writ-

ing assessment; see also Hamp-Lyons, 1991, 

pp. 243 ff.). Cooper (1977, pp. 4 ff.) lists seven 

types of holistic evaluation, including “general 

impression marking” (pp. 11-12), which cor-

responds most closely to the “holistic scoring” 
discussed below.

4.1.2. Pros and cons of holistic scoring

Charney (1984, p. 74) defines holistic rat-

ing as “a quick, impressionistic qualitative 

procedure for sorting or ranking samples of 

writing …according to previously established 

criteria.” Many writing assessment experts 

defend holistic scoring; Cooper (1977, p. 3), 

for example, wrote that “holistic evaluation 

of writing remains the most valid and direct 

means of rank-ordering students by writing 

ability” (see Wolcott & Legg, 1998, pp. 71-87 

for a review of the research on holistic scor-

ing). Evans, Pearson, and Bundrick (1999) 

claimed that holistic scoring correlates with 

other test results. The “principle virtue” of 

holistic scoring is its “reliance on the com-

plex, richly informed judgments of skilled 

human raters to interpret the quality of stu-

dents’ writing performance” (Cumming, Kan-

tor, & Powers, 2002, p. 68). Connor and Car-

rell (1993) showed that both writers and 

raters using a TWE prompt and scoring guide 

shared the same assumptions about both the 

purpose and the evaluation of the task, which 

they saw as confirming the value of holistic 

assessment (p. 156); on the other hand, their 

raters “did not think it important for the 

writers to address the specific requirements 

of the prompt” (p. 153). White (1986, pp. 68 

ff.) argued that holistic scoring is good only 

if a number of pitfalls are avoided, such as 

weaknesses in the community of readers and 

problems with the scoring guide (rubric); he 

objected strongly to the “use of an all-purpose 

scoring guide, designed to meet the require-

ments of all questions that are designed for a 

particular testing program” (p. 71), claiming 

that it is impossible to use the same scoring 

guide for different questions. In the revised 

edition of his book on writing assessment 

(1994, pp. 231 ff., 281 ff.), White continued to 

favor holistic scoring as “the triumph of the 

human” (p. 281) but devoted a whole section 

to “problems with holistic scoring” (pp. 283-

289); Williamson (1993) also defended holistic 

scoring with a very judicious examination of 
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its problems. Huot (1993) found that “holistic 

scoring procedures actually promote the kind 

of rating process that insures a valid reading 

and rating of student writing” (p. 227).

On the other hand, quite a few writing 

experts are unhappy with holistic scoring 

(e.g., Elbow, 1993/1996a, pp. 200 ff.; Elbow, 

1996b, with an appendix listing 19 “works 

that question holistic scoring,” pp. 132-133; 

Haswell, 1998, pp. 237 ff.; Lynne, 2004, pp. 

32-37; Murphy, 1999, pp. 116 ff.; Shaw & 

Falvey, 2008, pp. 28-29, 37; Vaughan, 1991; 

Wilson, 2006, p. 23). Weigle (2006, pp. 224-

225) complained about the “reductive nature 

of holistic scoring”; Haswell (2006, pp. 72 ff. & 

n. 6 p. 248) cited research showing that holis-

tic scores explain very little and add almost 

zero information for placement decisions. 

Cooper (1977), cited above as a strong advo-

cate of holistic assessment, argued that holis-

tic evaluation can be reliable when the raters 

have similar backgrounds and are properly 

trained but also only when “we have at least 

two pieces of a student’s writing” (p. 19) and 

two independent ratings; further, “there are 

theoretical reasons to believe that the writing 

task we set for the students should specify a 

speaker role, audience, and purpose” (p. 20). 

Charney (1984) pointed out that in holistic 

scoring, judgment is usually influenced by sa-

lient but superficial characteristics such as 

length, handwriting, spelling, and mature vo-

cabulary (pp. 76, 78; see also Weigle, 2002, pp. 

69-70). Wilson (2006) argued that the rubrics 

used in holistic scoring are reductive, “don’t 

honor the complexity of what we [teachers] 

see in writing” (p. 41), and ignore the rhetori-

cal purpose of writing (p. 76). Huot (1990) 

argued that “perhaps the most important 

criticism of holistic scoring is the possibility 

that a personal stake in reading might be re-

duced to a set of negotiated principles, and 

then a true rating of writing quality could be 

sacrificed for a reliable one” (p. 211). Finally, 

Camp’s (1993) comment effectively summa-

rizes the position that the “single impromptu 

writing sample…no longer seems a strong 

basis for validity” (p. 52). She continues: “Per-

formance on the writing sample no longer 

appears to be an adequate representation of 

the accepted theoretical construct for writing, 

nor does it seem an adequate representation 

of students’ likely experiences with writing, 

past or future…” (p. 52).  

4.1.3. Holistic scoring and essay length

One way to clarify this issue of holistic 

scoring is to look at the issues of length and 

content. Criticisms of the SAT writing test 

focused on claims that essay length was the 

most important factor in the evaluation and 

that content, even erroneous or nonsensical 

content, was ignored. Perelman (2005) argued 

that “longer essays consistently score higher” 
and that the test disregards factual accuracy 

and basically encourages the wrong kind of 

writing. In response, Kobrin, Deng, and Shaw 

(2007), researchers for the College Board, 

responded that length explains only 39% of 

the variance of essay scores (p. 10). A simi-

lar problem has appeared with respect to the 

TOEFL essay. Even ETS researchers have 

noted the strong relationship between essay 

length and holistic scores (Frase, et al., 1999, 

p. 24; Lee, Gentile, & Kantor, 2008, pp. 35-

36). Jarvis, Grant, Dikowski, & Ferris (2003) 

found that “text length … appears to be a 

rather consistent predictor of perceived writ-

ing quality” (p. 400), adding that writers can 

compensate for deficiencies in some areas by 

just writing more (p. 399). Schaefer (2008, p. 

472) cited several studies showing that essay 

length is one predictor of scores in a variety 
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of situations; see also Carrell (1995, pp. 182, 

185-186). Reid (1990, pp. 195-196) cited sev-

eral studies showing that essay length corre-

lates highly with writing quality for both na-

tive and nonnative speakers. 

4.1.4. Holistic scoring and essay content

Concerning content, ETS researchers 

Cumming, Kantor, and Powers (2002, pp. 

72 ff.) found that experienced essay raters 

looked for qualities such as rhetorical orga-

nization, coherence, accuracy and fluency of 

language, quantity, etc.; content was conspic-

uously absent; Erdosy (2004), another ETS 

researcher, found the emphasis on content 

“unbelievable, not to mention depressing” (p. 

10). However, concerning writing assessment 

in general, research on what affects rater 

decisions about writing quality usually has 

found content to be at or near the top (Huot, 

1990, p. 207; Sakyi, 2000, p. 140). Weigle 

(2002, p. 132) claimed that TOEFL users “are 

interested primarily in a general sense of a 

person’s ability to create a coherent written 

text, not the quality of the ideas or the per-

suasiveness of the essay.” ETS researchers 

Lee and Kantor (2005, p. 3) seem to confirm 

this claim when they argued that raters of 

the TOEFL independent writing task “mostly 

focus on language and ideas developed by the 

writer,” specifically contrasting this to the 

need to “attend to content accuracy” when 

rating the integrated writing question. Con-

cerning persuasiveness, “the development 

of a reasonable argument,” Connor (1991, p. 

222) pointed out that the TWE scoring guide-

lines do not mention this explicitly. The re-

sults of her small-scale study suggest that 

the TWE guidelines “may not reflect the kind 

of ‘communicative competence’ that previous 

research and the raters in this study consider 

important in argumentative/persuasive writ-

ing” (p. 222). These contradictory claims sug-

gest that TOEFL writing scores are not eval-

uating what the profession considers to be 

important in writing.

4.2. Rater effects and rater training

There has been extensive research on 

how raters assess essays written for exami-

nations (reviewed in Leki, Cumming, & Silva, 

2008, pp. 91-92; Lumley, 2005, pp. 23 ff.). The 

main “rater effects” have been drawn from 

this research by Knoch, Read, and von Ran-

dow (2007, p. 27): (1) severity effect (raters 

are too harsh or too lenient); (2) halo effect 

(rating on the basis of an overall impression 

without discriminating among distinct cat-

egories); (3) central tendency effect (avoiding 

extreme ratings); (4) inconsistency; and (5) 

bias effect (see also Schaefer, 2008, on rater 

bias patterns, the review of research in Eck-

es, 2008, pp. 155 ff. and his theory of “rater 

types,” and the review of research on rater 

characteristics, preferences, etc. in Shaw & 

Weir, 2007, pp. 168 ff.). Carrell (1995) found 

that grades assigned by raters using a modi-

fied version of the TWE rubrics varied signifi-

cantly by the rater’s personality type (p. 175). 

It is well known that untrained raters 

give unreliable results and that training can 

be effective in improving reliability (e.g., Wei-

gle, 1994; see surveys of the literature in El-

der, Barkhuizen, Knoch, & von Randow, 2007, 

pp. 37 ff. and in Shaw & Weir, 2007, pp. 181 

ff.). Powers and Kubota (1998, p. 6) provided 

a description of what ETS rater training con-

sists of; Hamp-Lyons noted that it is “very 

draconian” (2003, p. 182). However, many 

studies of rater training and the actual scor-

ing process itself have shown numerous prob-

lems, even with trained raters (e.g., Belanoff, 

1991, p. 59; Charney, 1984; Connor-Linton, 
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1995; Hamp-Lyons, 2003, p. 178-179; Huot, 

1990; Knoch, Read, & von Randow, 2007, p. 

27; Lumley, 2002; 2005, pp. 239 ff.; Sakyi, 

2000; Shaw & Falvey, 2008, p. 15; Vaughn, 

1991; Weigle, 2002, pp. 70 ff.; Wolcott & Legg, 

1998, 60-70); Carrell (1995), however, found 

“no statistically significant effects for rat-

ers’ training” (p. 175). Specifically, Cumming, 

Kantor, and Powers (2001) found some differ-

ences between native and non-native graders 

(e.g., p. 56) and a tendency for raters to look 

at rhetoric/organization in higher-scoring es-

says and grammar in lower-scoring ones (e.g., 

pp. 59-60). Erdosy (2004) pointed out that 

raters pay most attention to grammatical 

competence at the lowest level of proficiency, 

sociolinguistic competence in the middle lev-

els, and discourse competence at the top level 

(p. 8) and that “any composition will receive a 

higher score if preceded by weak compositions 

than if preceded by strong ones” (p. 7); Sakyi 

(2000, pp. 144-145) also found that some rat-

ers’ judgments were influenced by a contrast 

with the essay they had read previously. He 

and Shi (2008, pp. 141-142) showed the “dev-

astating” effect of interrater unreliability on 

test takers in a high-stakes university writ-

ing test. Hamp-Lyons and Zhang (2001), us-

ing a TOEFL-like prompt, found that even 

trained native-speaker raters were unable to 

discount their disapproval of the ideology ex-

pressed by Chinese examinees. Finally, Huot 

(2002, pp. 145 ff.) argued that rater training 

limits the ways readers read student writ-

ing, producing “an environment for reading 

that is unlike any in which most of us ever 

read” (p. 146), resulting in the production 

of “reliable” numerical scores “regardless of 

the decisions” (p. 147) that need to be made. 

He noted that rater training is often called 

a calibration process (p. 145); Herrington & 

Moran (2006, p. 126) go further to claim that 

raters have been “normed” and “made, argu-

ably, into something like reading machines” 
(see also Haswell, 2006, pp. 72ff & n. 6 p. 248; 

Huot, 1996, pp. 236-237; Wilson, 2006, p. 77). 

However, Lumley’s (2005) study suggested 

quite the opposite, that rating is “conflict” (pp. 

240 ff.), “a social procedure organized around 

the need to bring intuitive reactions into con-

formity with the requirements of the testing 

institution” (p. 240); his point was that raters 

do not so much mechanically calibrate essays 

against the given scale as go through a pro-

cess of “squeezing, shaping, defining, arbitrat-

ing, comparing, and rejecting” to express their 

“instinctive feeling” about an essay’s qual-

ity in terms of the official rating instrument 

(ibid.; see also pp. 289 ff.). He gave numerous 

examples of how raters struggled with the 

limitations of the official rubric. 

4.3. Holistic scoring for ESL writers

Holistic scoring is especially problem-

atic for ESL writers because of “the mix of 

strengths and weaknesses often found in 

ESL writings” (Hamp-Lyons & Kroll, 1997, 

p. 29; see also Cumming, et al., 2005, pp. 6-7; 

Hamp-Lyons, 1991, pp, 253 ff.; Hamp-Lyons, 

1992, ¶Multiple trait scoring and LLEP 

writers; Hamp-Lyons, 1995; Hamp-Lyons, 

1996, pp. 232 ff.; Hamp-Lyons, 2003, p. 176; 

Weigle, 2002, p. 114). Cumming (1990) found 

that raters tend to distinguish students’ lan-

guage proficiency from their writing exper-

tise so that “students who are poor writers 

may be disadvantaged even if their language 

skills are good” (p. 42); likewise, Carlson and 

Bridgeman (1986, p. 144) point out that un-

like native speakers, it is often the case that 

ESL writers show a “greater disparity be-

tween organizational skills and mechanical 
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competence,” so raters using a holistic score 

“must agree on how to score essays that pres-

ent a large discrepancy between organization 

and mechanical skill” (p. 144). They noted 

further (pp. 143-144) that Freedman (1979) 

found that “content and organization had the 

greatest influence on holistic scores” for es-

says by native speakers but cited Breland 

and Jones’s (1982) finding that this may not 

hold true for ESL students; in their case, 

grammar and vocabulary “were particularly 

strong correlates of holistic scores” (p. 143; 

see also Hamp-Lyons & Kroll, 1996/2001, pp. 

233-234). Tedick and Mathison (1995) found 

problems with holistic scoring of ESL essays, 

including cases in which writers who did not 

address the task nevertheless received high 

holistic scores (pp. 222 ff.); they urge those 

“involved in ESL writing assessment to move 

beyond the limits that holistic scoring places 

on us” (p. 225). Kroll (1990) demonstrated 

this in a large-scale study, finding that “the 

writers were able to show control over the lev-

el of either syntax or rhetoric while simulta-

neously showing poor control at the other lev-

el” (p. 150); this disparity was masked by the 

holistic score. Hughes (1989, p. 91) noted that 

holistic scoring rubrics similar to the TOEFL’s 

“assume that a particular level of grammati-

cal ability will always be associated with a 

particular level of lexical ability,” an assump-

tion that he finds “highly questionable.” 
Hamp-Lyons (e.g., 1995), among others, 

has urged the use of analytic or multiple-

trait scoring to solve this problem. In a small-

scale study, Barkaoui (2007b) found several 

interesting differences between ratings based 

on holistic and on multiple-trait scales. Lee, 

Gentile, and Kantor (2008, pp. 1 ff.) discussed 

the merits and demerits of analytic vs. holis-

tic scoring; their own research showed that 

analytic scores correlate reasonably well 

with holistic measures (p. 34). One expla-

nation for this may be Haswell’s claim that 

analytic evaluation based on several aspects 

of writing, such as the well-known “Profile” 
of Jacobs, Zingraf, Wormuth, Hartfiel, and 

Hughey (1981, p. 30), “is identical to holistic 

rating. The ‘Profile’ just asks the rater to per-

form the holistic five times” (2005/2007, p. 5). 

White (1994, p. 233) opposed analytic scoring 

because (he claimed with no reference) that 

there is no agreement “about what, if any, 

separable subskills exist in writing.”

4.4. Score reliability 

The final issue is that of the reliabil-

ity of the scores produced by holistic grad-

ing. Cherry and Meyer (1993) give a thor-

ough critique of reliability issues in holistic 

assessment; they are particularly critical of 

the common practice of resolving cases of dis-

crepant scores by having the essay read by a 

third reader (pp. 121 ff.). ETS researchers are 

well aware that “writing assessments based 

on single essays, even those read and scored 

twice, have extremely low reliability̶usu-

ally less than .60” (Breland, Bridgeman, & 

Fowles, 1999, p. 14: see also Elliot, 2005, pp. 

344-345, for a survey of the dismal history of 

inter-rater correlations at the College Board).

5. Conclusion

The above analysis of the research on 

assessing writing by EFL learners on high-

stakes tests leads to two important conclu-

sions. First, it is clear that there is much dis-

agreement among the experts and conflicting 

research results. This can be explained, at 

least in part, by recalling certain conditions 

inherent in this topic: the amorphous nature 

of writing as a construct; the compromises 
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necessitated by actual testing conditions, in-

cluding financial and physical limitations, 

the great variety of students being tested, the 

balance between fairness and the need for 

depth, etc.; and the competing interests of the 

various stakeholders. The second conclusion 

is that the present method of assessing writ-

ing in high-stakes examinations is producing 

dubious and unreliable results that do not re-

flect well the testees’ ability in academic writ-

ing and therefore are a poor standard upon 

which to evaluate learners for admission or 

placement. Unfortunately, no practical solu-

tion to this problem has yet been proposed. In 

this situation, EFL writing instructors must 

not only give their students sufficient prac-

tice in writing essays under test conditions 

but also help students to do the kind of writ-

ing required in coursework. 

Despite these grim conclusions, the lit-

erature reviewed in this paper does provide 

some help to ESL/EFL teachers who are pre-

paring students to take high-stakes writing 

tests. The first lesson concerns task authen-

ticity: we saw above that most researchers 

distinguish the typical test writing task from 

the tasks students usually are assigned in 

content courses. This suggests that test prep-

aration courses should teach the test prompt 

essay as a separate writing genre, with its 

own set of conditions, structure, voice, etc. 

This may help to avoid confusion on the part 

of students and teachers. The second lesson 

is similar: the research on question types and 

task message summarized above suggests 

implicitly writing exercises and classroom 

activities that will help students do well on 

these tests. This is an area where many test 

preparation books can be helpful (see, e.g., 

Lucas, et al., 2009, pp. 30-31). The final les-

son is in the literature on holistic scoring. 

Students do not need to be made aware of the 

many problems with this type of scoring but 

familiarity with the rubrics used and study of 

model essays will help them write essays that 

will get high scores. Here again, some text-

books have good exercises to develop these 

skills or teachers can develop their own (e.g., 

Susser, 2008, p. 3). It is my hope that the 

above review of research will encourage EFL/

ESL writing teachers to conduct their own 

research on these issues, and consider new 

ways to help their students prepare for high 

stakes writing assessments.
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